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In this paper, we employ a Convolutional Neural Network (CNN) in predicting physician gaze. This paper focuses on two aspects – one
comparison between hand-crafted features and CNN-based learned features, and two in investigating the impact of fully-connected
layers in an end-to-end CNN model. The pre-trained CNN model based on VGG16 through transfer learning is used as a feature
extractor and a K-Nearest Neighbor and a Random Forest (RF) algorithm were used as the classifier of physician gaze. The CNN-RF
and CNN–K-NN models were compared with the traditional end-to-end CNN model and through a series of experiments and statistical
tests of significance, we show that the power of CNN comes from the features extraction part and that the fully connected layers of
the CNN have comparable performance to the random forest and the k-NN classifiers. We also show that the CNN-based learned
features provide substantial distinguishable power in classifying physician gaze.

CCS Concepts: • Computing methodologies→ Activity recognition and understanding; Supervised learning by classifica-
tion; Classification and regression trees; Neural networks.
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1 INTRODUCTION

Recent advances in healthcare and technology has given rise to many e-health applications. One such application is the
Electronic Health Record (EHR) system facilitating smooth flow of accurate information, better medication management
and better documentation of health care records helping the healthcare provider making informed decisions. The usage
of EHR inside clinical settings has increased and research shows both positive and negative impacts of the EHR. Patterns
of EHR usage by the physician is imperative in understanding the patient outcomes and physician burnout [20] - [22].
Physician gaze has been one of the important non-verbal feature and needs accurate prediction in the understanding of
patient-physician interaction [23]. Physician gaze recognition in clinical settings has been a challenging task because of
the varied nature of the clinics, light settings, camera angles and constant movement of the physician.

In gaze recognition, traditional methods of designing features using audio and video data have been previously
employed in training machine learning models. Although the combination of hand crafted features and machine
learning models achieved high performance in recognizing gaze, these models had low generalizing ability and the
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model performance lowered with increasing data set. In negotiating with these limitations, a CNN model based on
VGG16 model through transfer learning is employed in gaze recognition. A CNN model known to have achieved
superior performance in various computer vision tasks is composed of two parts – one being the feature extraction part
where the input image is reduced to a set of feature maps through a series of strategically arranged convolution and
pooling layers and two being the classifier where the features are passed into a series of fully connected or hidden
layers and a output layer. The combination of these feature extractor and fully connected layers called as the end-to-end
CNN model is used as a baseline model and is compared with traditional image classification technique of hand crafted
features with a random forest classifier and a novel approach of a CNN-RF model.

The contribution of this work is two-fold – one investigation and direct comparison between hand-crafted and CNN
based learned features, two – analyzing the impact of two different parts of the CNN model (feature extraction part
with convolutional and pooling layers and classifier part involving fully connected layers) in gaze recognition task.
This paper highlights the downsides of using hand-crafted features involving extensive human labor in the feature
extraction phase and points the efficacy of the CNN model in automatically extracting deep high-level features. This
work shows that the high-level feature extracted from the pre-trained CNN model has substantial distinguishable power
in classifying physician gaze and shows that the choice of classifier is not significant in this application. This work
provides statistical and experimental evidence that the end-to-end CNN need not always be the go-to mechanism for
image recognition tasks and that the fully connected layers can be replaced by other choice of classifiers depending on
the application.

2 RELATEDWORK

In gaze recognition, Gutstein et al. [1] [2] used hand-crafted features to train AdaBoost [3] models in predicting physician
gaze. Three separate doctor-specific models were built using extracted optical flow [4] features and Mel-Frequency
Cepstral Coefficient (MFCC) features [5]. Although these models showed high performance, these models did not
generalize well on new interactions. Similarly, hand-crafted features had poor generalizability in other applications as
well [25] - [27].

Gaowei et al. [6] shows that the combination of CNN features with random forest classifiers perform better than
traditional end-to-end CNN model. Features from multiple convolutional layers were extracted and fed into three
independent random forest classifiers. The author proposes to use multi-level features in classification task and showed
that the combination of multi-level features with random forest classifiers perform better than the traditional CNN with
only high-level features. Gaowei et al. used a CNN model based on LeNet-5 in extracting features for the images in the
data set. The features from three different layers were extracted and used in training three independent random forest
models. The classification results from the 3 models were then combined using winner-takes-all ensemble strategy. The
results suggest that multi-level features provide better generalizability of the model than only high-level features and
that the CNN features with random forest works better than the end-to-end CNN model.

Niu and Suen [7] recognized handwritten digits using a novel method. In this approach, a traditional CNN model
was trained and then the output from the hidden layer was extracted from the pre-trained CNN model and were used
in training an SVM classifier. Niu and Suen used the CNN as a feature extractor and the SVM as a classifier. The results
show that the error rate of the hybrid model to be lower than the CNN model itself. The paper recommends a hybrid
model for image recognition tasks as the hybrid model combines the advantages of both CNN and SVM – where CNN
can be used to extract high level features and SVM can be used as classifier. Reference [7] also supports the use of
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learned features in image recognition tasks as opposed to hand-crafted features which are tedious and time-consuming
to generate.

Basly et al. [8] combined the deep learning-based method and a traditional classifier based hand-crafted feature
extractors in order to replace the artisanal feature extraction method with a new one. In this approach, the CNN based
learned features were extracted from a pre-trained CNN model based on ResNet and the features were then used to
train an SVM model in recognizing human activity. In this approach, the CNN model was used as a feature extractor
and the SVM model was used as the recognizer or the classifier. The results show that the CNN-SVM model produced
99.92% accuracy and outperformed traditional CNN model and other fusion algorithms.

Liu et al. [9] performed a combination of CNN and SVM in recognition of Gender based on gait. The VGGNet-16
model was used through transfer learning for the gender recognition task. The authors employed different methods in
tuning the VGGNet-16 model and extracted features from three different fully-connected layers. The softmax layer was
replaced by an SVM classifier and the results shows that the CNN-SVM model performs better than the traditional
CNN model.

Cao et al. [10] used a hybrid approach of combining a CNN with a random forest algorithm for segmenting electron
microscopy images. In this approach, a CNN model consisting of convolutional layers, pooling layers, fully connected
layers and a softmax was trained with input images. The trained CNN model was then used to extract features for the
images. The output from the last convolutional layer of the CNN model was extracted and fed into a random forest
classifier. The results showed that the hybrid method was successful than a traditional CNN model in segmenting
electron microscopy images.

In this paper, we first train an end-to-end CNN model based on VGG-16 and then use the same model in extraction
of features to the images in the dataset. The features extracted were then used to train a random forest model and
a K-NN model separately. We perform 4 different experiments in training the CNN model and through thorough
experimentation show that the power of prediction lies in the features extracted and not in the type of classifier used.

3 METHODOLOGY

3.1 Data

The current data base consists of 101 interactions between the patient and the physician. The study involves 10 doctors
and 101 patients which was performed through the University of Wisconsin-Madison at five primary care clinics in
2011 [11]. Every patient in the study agreed to be videotaped and to participate in the study and signed a consent form.
The 101 interactions were highly dynamic, as the lighting, camera placement, and number of people fluctuated between
each interaction. These 101 interactions were captured using 3 different cameras (Figure 1) – each placed at different
positions and angles in the clinic. Patient-Centered camera – focuses on the patient’s chair, Doctor-Centered camera –
focuses on the doctor’s face and Wide-Angle camera – captures both the patient and the doctor from a wide angle. All
these cameras recorded the clinical interactions at 30 frames per second (fps). The Multi-Channel view is a collection of
the Patient-Centered, Doctor-Centered and the Wide-Angle frames capturing at a given time. Only the doctor-centered
videos were used in the study to predict physician gaze. The doctor-centered camera focuses on the doctor capturing
subtle optical flow changes. Further, human encoders annotated the entire duration of the video for each interaction.

The manual annotations encoded physician communication, physician gaze, and patient gaze through the Noldus
Observer XT software [12]. The start and end time as well as duration were recorded for each of the patient and
physician behaviors. There were different annotations determining where the physician gazes at a given time. This
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Fig. 1. Interaction video data: example of Patient-Centered, Doctor-Centered, Wide-Angle, andMulti-Channel videos from a particular
time [1] [2]

study simplifies the physician’s gaze to two levels. If the physician was deemed to be looking at the patient, then it was
labeled as Patient. And, if the physician was not deemed to be looking at the patient, then it was labeled as Other. Since
the analysis was performed on a frame level basis, all the original annotations were mapped to each frame. Of the 101
interactions, 15 interactions from 3 doctors were used in the previous works. To maintain consistency across studies
and to have direct comparison of the methodologies, we chose to have the same interactions in this work as well. To
have a consistent number of frames across each interaction, only 6 minutes of the entire duration of each interaction
were used.

From the 6 minutes video sequence of each interaction, the first two minutes of video sequence were used as a
training set, the next 1-minute of video sequence was used as the testing set, and the last 3 minutes were used as the
validation set (Figure 2).

3.2 Designed feature extraction and random forest classification

We follow the approach used by Gutstein [1] [2] to extract the optical flowmeasurements [4]. Optical flowmeasurements
are used to estimate the motion of the physician between successive frames. For each optical flow computation, 15
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Fig. 2. Data Preparation - Split of data into training, testing and validation data

summary statistic variables were calculated regarding each of the following features – velocityU (x component of
velocity), velocityV (y component of velocity), orientation and magnitude. The 15 summary statistics are as follows-
maximum, minimum, 25th percentile, 50th percentile, 75th percentile, sum, sum squared, skewness, kurtosis, range,
mean, variance, standard deviation, covariance, and non-zero values. The statistic non-zero Values refers to the number
of non- zero values for the designated feature in the region of interest (Patient-Centered Physician, Patient-Centered
Patient, or Physician-Centered frame) for optical flow measurement. Due to the large number of null optical flow values
regarding velocityU, velocityV, orientation, and magnitude, the variables for velocityU, velocityV, orientations and
magnitude - other than Non-Zero Values were calculated for the top 25th percentile of feature values with respect to
the regions of interest. Since the doctor was exclusively present in the doctor-centered video sequence, the optical flow
estimates were computed from the entire frame for the doctor-centered physician. In total, 60 optical flow features
for the Doctor-Centered Physician were computed. Further, audio features were extracted from the Doctor-Centered
Video. The 14 Mel Frequency Cepstral Coefficients, along with 14 delta (change in coefficients), coefficients and 14
deltaDelta (change in delta) coefficients were calculated using MATLAB’s Audio Toolbox were extracted [5][18][19].
In total, 54 audio features were extracted for each frame of the video interaction. Three different random forest [16]
models were trained. One model was trained using only the audio features. Second model was trained using only the
video features and the third model combined the audio and video features in training the model. The models were tuned
for hyper-parameters and the optimal results are shown in Table 1.

3.3 Transfer learning and CNN network architecture

In this study, we also use convolutional neural networks on frame-level images to predict physician gaze. We use
transfer learning [13] to build our CNN model. We employ the VGG16 [14] model also called as the OxfordNet named
after the Visual Geometry Group from Oxford as our base model. Any CNN model will have two parts – feature learning
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part (convolutional and pooling layers) and the classification part (fully connected layers). In our approach, we borrow
the architecture of the feature learning part of the VGG16 model and add a GlobalMaxPooling Layer, 5 fully connected
layers along with a dropout layer. As seen from Figure 3, the VGG16 model has 13 convolutional layers, and 5 MaxPool
layers.

Fig. 3. The architecture of the CNN model based on VGG16

3.4 End-to-end convolutional neural network in predicting physician gaze

The VGG16 model was pretrained using the ImageNet [24] dataset. While employing transfer learning techniques, the
original weights learned can be kept alike or few layers can be retrained to tweak the model for our application. In our
approach, we have borrowed only the convolutional and pooling layers from the VGG16 model. Usually in transfer
learning, only the last few convolutional layers will be retrained to make the features extracted application specific. In
our approach, we conduct four experiments – one in which no convolutional layer was retrained, two in which last
convolutional layer was retrained, three in which last 2 convolutional layers were retrained and four in which last 3
convolutional layers were retrained. We experiment only with the convolutional layers from block 5 shown in Figure 3.
Usually retraining the last layer of convolutional layer is enough to gain application specific features, but we wanted to
experiment retraining more convolutional layers and hence the choice of 4 experiments.

Hence in this study, 4 experiments were performed in training the CNN model. In each of the four experiments,
different number of convolutional layers were retrained. In the experiment named Experiment#0, none of the convolu-
tional layers were retrained meaning that the original weights of the VGG16 model were used during the training of
the end-to-end CNN model. In another experiment named Experiment#1, the last convolutional layer (which is Block
5 – Conv 3 layer) was retrained. By retraining the convolutional layers with images from our study, the CNN model
captures application specific information during the feature extraction part which further improves performance during
the classification part of the CNN model. In furthering experiments named Experiment#2, the last 2 convolutional layers
(Block 5- Conv 2 and Conv 3) were retrained and in Experiment#3, the last 3 convolutional layers (Block 5 – Conv 1,
Conv 2, and Conv 3) were retrained. While the number of convolutional layers retrained varied across experiments, the
network architecture remained the same.

The network weights were optimized using the Adam algorithm [15] which is a stochastic gradient descent method
with adaptive estimator of lower-order moments with an adaptive learning rate for Experiment#3 and with a learning
rate of 0.001 for all other experiments and the batch size for Experiment#1 and Experiment#2 were 64 and Experiment
#3 and Experiment#4 were 32.
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Table 1. Performance of random forest classifier in predicting physician gaze using hand-crafted features

Experiment Training Accuracy Testing Accuracy Validation Accuracy
Audio Features 91.58% 67.51% 57.75%
Video Features 98.11% 67.87% 58.84%

Audio + Video Features 97.45% 68.01% 59.46%

3.5 Learned features extraction from the trained CNN models

After the 4 experiments were conducted, each of the 4 model were used in extracting features for the input dataset. Since
each model has different weights for the last few convolutional layers, the features extracted from each of the models
were different. The output of the GlobalMaxPooling layer were 512 in dimension meaning each image had 512 features
that were automatically learned by the CNN model. The features were extracted from Experiment#0, Experiment#1,
Experiment#2, and Experiment#3 and were named as Learned_CL#0, Learned_CL#1, Learned_CL#2, and Learned_CL#3
respectively. The Learned_CL#0 for example means that these features were learned through retraining of last 0 layers
of the CNN model. Similarly, Learned_CL#1 means that the features were learned through retraining of last 1 layer of
the CNN model and so on for Learned_Cl#2 and Learned_CL#3.

3.6 Learned feature with random forest and k-nearest neighbor algorithms in predicting physician gaze

The 512 features learned from the trained CNN models were further used in training a Random Forest model and a
K-Nearest Neighbor model. Four different RF [16] and K-NN models [17] were trained using the four different learned
features (Learned_CL#0, Learned_CL#1, Learned_CL#2, and Learned_CL#3).

4 RESULTS AND DISCUSSIONS

4.1 Designed features and random forest in predicting physician gaze

The optical flow features extracted from the frame level images of the doctor-centered videos were used in training the
random forest model. The random forest model was trained using the training set, tuned for hyper-parameters using
the testing set, and validated using the validation set. The performance of the model on training set was 98%, testing set
was 67% and validation set was 58%. The results (Table 1) showed evidence of high over fitting and the performance on
the validation set was just above random guess and the results suggest that the designed optical flow features does not
work in predicting physician gaze.

4.2 End-to-end convolutional neural network in predicting physician gaze

An end-to-end convolutional neural network (CNN) model was adopted in predicting physician gaze. The network
architecture was held constant as shown in the previous section and the number of convolutional layers retrained was
varied across experiments. While the Adam optimizer was used in learning the weights of the neurons, an adaptive
learning rate was used for Experiment#3 whereas a learning rate of 0.001 was used for the other experiments. The
performance of the models on training, testing and validation set is shown in the following table.

The results from Table. 2 show significant increase in performance of the models especially on the testing and
validation set. Clearly the end-to-end CNN model outperformed the traditional approach of using designed features and
a machine model like random forest in predicting physician gaze. Moreover, the performance of the model increased by
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Table 2. Performance of the end-to-end CNN model in predicting physician gaze

Experiment Training Accuracy Testing Accuracy Validation Accuracy
Experiment#0 96.72% 89.38% 83.95%
Experiment#1 97.71% 92.22% 89.11%
Experiment#2 98.85% 92.29% 89.56%
Experiment#3 96.15% 92.29% 89.25%

Table 3. Performance of different classifiers in predicting physician gaze

Learner Used Feature Used Training Accuracy Testing Accuracy Validation Accuracy
End_to_end CNN Learned_CL#0 96.72% 89.38% 83.95%
End_to_end CNN Learned_CL#1 97.71% 92.22% 89.11%
End_to_end CNN Learned_CL#2 98.85% 92.29% 89.56%
End_to_end CNN Learned_CL#3 96.15% 92.29% 89.25%
Random Forest Learned_CL#0 99.27% 89.62% 83.45%
Random Forest Learned_CL#1 98.48% 94.47% 89.51%
Random Forest Learned_CL#2 98.36% 93.07% 90.04%
Random Forest Learned_CL#3 99.59% 93.69% 89.33%

K-Nearest Neighbor Learned_CL#0 98.51% 88.60% 83.03%
K-Nearest Neighbor Learned_CL#1 97.85% 93.89% 88.50%
K-Nearest Neighbor Learned_CL#2 98.50% 92.05% 88.75%
K-Nearest Neighbor Learned_CL#3 98.43% 93.07% 88.55%

each addition of retrained convolutional layers. The results suggest that retraining the last convolutional layer was
enough to achieve an accuracy of 89% in predicting physician gaze.

4.3 Learned feature with random forest and k-nearest neighbor algorithms in predicting physician gaze

A typical end-to-end convolutional neural network (CNN) model consists of two parts – feature extraction part and
the classification part. The feature extraction part usually consists of convolutional layers and pooling layers and the
classification part consist of fully connected layers and dropout layers. The high performance of the end-to-end CNN
model lead to further investigation in understanding the importance of either parts of the CNN model. The features
from all the four trained CNN models were extracted and were used in training a random forest model and a k-nearest
neighbor model. The 4 different learned features were used in training, testing and validating the 8 different models
and Table. 3 shows the performance of the optimized models.

Three paired t-test were conducted between each pair of validation accuracy. The smaller the p-value, the stronger
the evidence to reject null hypothesis. The null hypothesis that the two samples are similar can be accepted with a
p-value of less than 0.05. A paired t-test between the validation accuracy of end-to-end CNN model and random forest
provided a p-value of 0.296 suggesting that there is no evidence in rejecting null hypothesis. This means that validation
accuracy of end-to-end CNN and random forest are similar. The paired t-test between validation accuracy of end-to-end
CNN and k-nearest neighbor algorithm provided a p-value of 0.876 suggesting that there is no evidence in rejecting null
hypothesis. The paired t-test between validation accuracy of random forest model and k-nearest neighbor algorithm
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provided a p-value of 0.295 suggesting that there is no evidence in rejecting null hypothesis. From all the 3 paired t-test,
the results suggest that the validation accuracy of all the three models are similar.

5 CONCLUSION AND FUTUREWORK

In this paper, we investigated the use of hand-crafted features in predicting physician gaze. Optical flow features and
MFCC features of the patient-physician interaction were extracted and fed into the random forest classifier. The results
showed high evidence of overfitting. Although previous works of using hand-crafted features showed promise, the
designed features were found to not have the power of generalizing and the performance of the models provided
evidence to the hypothesis. On the other hand, the CNN based learned features extracted from the pre-trained CNN
model showed significant improvement over traditional methods and provided more reliable features in predicting
physician gaze. The VGG16 based CNN model was also fine-tuned to different convolutional layers and the results
showed that retraining the last convolutional layer was enough to capture additional information from the features. This
paper also investigated the two important tasks of a CNN – feature extraction and classification. The end-to-end CNN
model was kept the baseline model and the model was used to extract features from the input images. The extracted
features, then used to train a random forest and a K-NN classifier, produced similarly performing gaze recognition
models. Through different experiments and statistical tests for significance, the classifiers were found to have similar
performance and in this paper, we conclude that the power of CNN has been in the convolution and pooling layers than
the fully connected layers. It could be safely concluded that the CNN does not always need to have fully connected
layers for optimal performance and that the different choice of classifiers can be experimented depending upon the
application.

Although our results show that the fully connected can be replaced by any other classifier depending on the
application, the fully connected layers have anyways contributed to the feature extraction during the training of the
CNN model. In other words, the feature was extracted from a pre-trained CNN model and the fully connected layers
contributed in training the network through back and forward propagation methods. In order to completely replace the
fully connected layers, we propose a novel method of replacing the fully connected and softmax output layer with a
random forest algorithm. We set a loss function and based on output from the random forest classifier, we propose to
update the weights of the neurons in the convolutional layers. This way we replace the fully connected layers with a
random forest classifier and the proposed idea would be a novel hybrid end-to-end CNN with random forest classifier.
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